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DoD Instruction 8500.01  
 Cybersecurity 
 Signed March 14, 2014 

DoD Instruction 8510.01  
 Risk Management Framework 

(RMF) for DoD Information 
Technology (IT)  

 Signed March 12, 2014 
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• The new policy is more consistent with established disciplines and best 
practices for effective systems engineering, systems security engineering, and 
program protection planning  outlined in DoDI 5000.02 & DAG. 

• The  new policy leverages and builds upon numerous existing Federal 
policies and standards so we have less DoD policy to write and 
maintain.  

DoD participates in CNSS and NIST policy development as a 
vested stakeholder with the goals of a more synchronized 

cybersecurity landscape and to protect the unique 
requirements of DoD Missions and warfighters 

DoD 
participates in 
development 
of CNSS and 

NIST 
documents 

ensuring DoD  
equities are 

met 

DoD 
leverages 
CNSS and 

NIST policies 
and filters 

requirements 
to meet DoD 

needs 

4 



 Cancels or supersedes 11 DoD Directives, 
Instructions, or Memorandums.   

 References a total of 132 policy documents, 
including 12 National Institute of Standards (NIST) 
Special Publications and 9 Committee on National 
Security Systems (CNSS) Instructions or Policies 

 Establishes the positions of DoD principal 
authorizing official (PAO) (formerly known as 
principal accrediting authority) and the DoD Senior 
Information Security Officer (SISO) (formerly 
known as the Senior Information Assurance Officer)  

 Adopts the term “cybersecurity” to be used 
throughout the DoD instead of the term 
“information assurance (IA).” 

5 
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 NIST Special Publications (SP) 
 800-37 – Guide for Applying the RMF 
 800-39 – Managing Information Security Risks  
 800-53 – Security and Privacy Controls 
 800-53A - Guide for Assessing the Security Controls 
 800-60 – Guide for Mapping Types of Information and 

Information Systems to Security Categories 
 800-137 – Information Security Continuous Monitoring 

 Committee on National Security Systems (CNSS) 
 Instruction 1253 - Security Categorization and Control 

Selection for National Security Systems 
 Instruction 4009 – Information Assurance Glossary 
 Policy 11 - National Policy Governing the Acquisition of IA 

and IA-Enabled IT Products 



This instruction applies to: 
All DoD-owned IT or DoD-controlled IT that receive, process, store, 
display, or transmit DoD information. These technologies are broadly 
grouped as DoD IS, platform IT (PIT), IT services, and products. This 
includes IT supporting research, development, test and evaluation (T&E), 
and DoD-controlled IT operated by a contractor or other entity on behalf 
of the DoD . 

Department of Defense Directive (DoDD) 8500.01E,  April 23, 2007 

Information Assurance (IA) - Measures that protect 
and defend information and information systems by 
ensuring their availability, integrity, authentication, 
confidentiality, and non-repudiation. This includes 
providing for restoration of information systems by 
incorporating protection, detection, and reaction 
capabilities. 

7 

Cybersecurity - Prevention of damage to, protection 
of, and restoration of computers, electronic 
communications systems, electronic communications 
services, wire communication, and electronic 
communication, including information contained 
therein, to ensure its availability, integrity, 
authentication, confidentiality, and nonrepudiation. 

Department of Defense Instruction (DoDI) 8500.01E,  March 14, 2014 

Presenter
Presentation Notes
SLIDE INFORMATION***************************************************************************************************************************
*Slide Type: Content  (Content or Exercise)
*Supporting ELOs ID: ELO #1 – Define and Explain Information Assurance (IA), related terminology and associated roles and responsibilities
*Policy / Directive / Standard / DTM ID: DoDI 5000.02, DoDI/DoDD 8500, 8510,8570
**********************************************************************************************************************************************************

Key Points:
Slide utilizes animation and builds.  I like to ask the definition of each IA pillar before moving to the next one.
I use an acronym so the students will remember – I tell students to think that the CIA and NRA combined and this is how you get Confidentiality, Integrity, Availability, Non-repudiation, and Authentication

Key Questions to Ask and Anticipated Answers:
Q: When problems arise, what pillar of IA has traditionally been compromised?
A: We often restrict access which directly affects availability.  


Terms \ Definitions \ Acronyms:
Begin slides supporting  ELO# 1 - What is Information Assurance? (ELO #1 – Define and Explain Information Assurance (IA), related terminology and associated roles and responsibilities)
Definition and Importance of IA 
IA Threats 
Definition/Exploit/Vulnerability/Counter 

IA : “Measures that Protect and Defend Information and Information Systems by Ensuring Their Availability,Integrity,Authentication,Confidentiality, and Non-Repudiation.  This Includes Providing for Restoration of Information Systems by Incorporating Protection, Detection, and Reaction Capabilities.”
DoDD 8500.01E – Oct 02  Certified Current as of April 23, 2007


Confidentiality: Keep information secret/Compromise of classified information/ Transmission of classified information in the clear/Encryption
         (Ex: Physical Encryption, Code, Cipher, Stegenography)
Integrity: No authorized modification to information/Undetected modification of/ information/Insertion of malicious code that modifies track information
       (Ex: Watermark, Wax Seal, Hashing/Digital Signal, Physical)
Availability: information and systems are up when needed/Cannot access information when needed DOS network attacks/Network defense capabilities 	(IDS/FWS)
       (Ex: Covert Channel, TRANSEC LPI/LPD, CND)
Authentication: 3 factors identify people/Processes/Systems/Unauthorized access to system
       (Ex: Something you know/have/are)
Identification: Access control/Weak passwords/Enabling biometric log on/Strong 	password
Non-Repudiation: Guarantee sender/receiver 
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Multi-tiered Risk Management 
 DoD will implement a multi-tiered cybersecurity risk 

management process to protect U.S. interests, DoD operational 
capabilities, and DoD individuals, organizations, and assets 
from the DoD Information Enterprise level, through the DoD 
Component level, down to the IS level 

 
Tier 1 

Organization 

Tier 2 
Mission/Business 

Process 

Tier 3 
Information Systems 

Defined in 
NIST SP-800-

39 
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Tier 1 is the Office of Secretary of the Defense (OSD) and/or strategic 
level, and it addresses risk management at the DoD enterprise level.  
The key governance elements in Tier 1 are:   

– DoD CIO  Directs and oversees the cybersecurity risk management of DoD IT 
– Risk Executive Function  DoD Information Security Risk Management Committee 

(ISRMC) (formerly the Defense Information Systems Network (DISN)/Global Information 
Grid (GIG) Flag Panel) performs the DoD Risk Executive Function. Defense IA Security 
Accreditation Working Group (DSAWG) supports the DoD ISRMC and develops and 
provides guidance to the Authorizing Officials for IS connections to the DoD Information 
Enterprise 

– DoD Senior Information Security Officer (SISO)  The DoD SISO represents the DoD 
CIO, directs and coordinates the DoD Cybersecurity Program, and establishes and 
maintains the DoD RMF 

– The RMF Technical Advisory Group (TAG)  The TAG provides implementation guidance 
for the DoD RMF 

– The RMF Knowledge Service (KS)  The KS is the authoritative source for RMF 
procedures and guidance.  The KS supports RMF by providing access to DoD security 
control baselines, security control descriptions, security control overlays, and DoD 
implementation guidance and assessment procedures  

Tier 1 
Organization 
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Tier 2 are the Mission Area and Component level, and addresses risk 
management at this level.  The key governance elements in Tier 2 are:   

– Principal Authorizing Official (PAO)  A PAO is appointed for each of the 4 DoD 
Mission Areas (MAs), the Enterprise Information Environment MA (EIEMA), 
Business MA (BMA), Warfighting MA (WMA), and DoD portion of the 
Intelligence MA (DIMA)  

– DoD Component CIO  Component CIOs are responsible for administration of 
the RMF within the DoD Component Cybersecurity Program, including:   

• Enforcing training requirements for persons participating in the RMF 
• Verify that a Component Program Manager or System Manager is identified for each 

IS or Platform IT system 
• Appoint Component SISO 

– Component SISO  Component SISOs have authority and responsibility for 
security controls assessment, including: 

• Establishing and managing a coordinated security assessment process 
•  Performing as the Security Controls Assessor (SCA) or formally delegate the 

security control assessment role 
Tier 2 

Mission/Business 
Process 
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Tier 3 - is the System Level, and addresses risk management at 
this level.  The key governance elements in Tier 3 are:  

– Authorizing Official (AO)  The DoD Component heads are responsible 
appointing trained and qualified AOs for all DoD ISs and PIT systems within 
their Component.  AOs should be appointed from senior leadership positions 
within business owner and mission owner organizations  

– System Cybersecurity Program  The system cybersecurity program consists of 
the policies, procedures, and activities of the: 

• Information System Owner (ISO)  Appoints  a User Representative (UR) 
for assigned IS or PIT system 

• Program Manager/System Manager (PM/SM)  Ensures an IS Systems 
Engineer is assigned for IS or PIT systems and implements the RMF for 
assigned IS or PIT systems 

– User Representative (UR) 
– IS Security Manager (ISSM) 
– IS Security Officers (ISSO) 

Tier 3 
Information 

Systems 
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 Cybersecurity requirements must be identified and included 
throughout the lifecycle of systems to include acquisition, design, 
development, developmental testing, operational testing, 
integration, implementation, operation, upgrade, or replacement 
of all DoD IT supporting DoD tasks and missions.  

 Integration.  Cybersecurity must be fully integrated into system 
life cycles so that it will be a visible element of organizational, 
joint, and DoD Component architectures, capability identification 
and development processes, integrated testing, information 
technology portfolios, acquisition, operational readiness 
assessments, supply chain risk management, SSE, and operations 
and maintenance activities. 
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Operational Resilience 
1. Information and computing services are available to authorized users 

whenever and wherever needed 

2. Security posture is sensed, correlated, and made visible to mission 
owners, network operators, and to the DoD Information Enterprise 

3. Hardware and software have the ability to reconfigure, optimize, 
self-defend, and recover with little or no human intervention 

Integration and Interoperability 
1. Cybersecurity must be fully integrated into system life cycles and will 

be a visible element of IT portfolios. 

2. Interoperability will be achieved through adherence to DoD 
architecture principles 

3. All interconnections of DoD IT will be managed to minimize shared 
risk 
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Definition: Mutual agreement among participating 
enterprises to accept each other’s security 
assessments in order to reuse information system 
resources and/or to accept each other’s assessed 
security posture in order to share information. 

 If applied appropriately, reciprocity will reduce: 
 Redundant testing 
 Redundant assessment and documentation 
 Overall costs in time and resources 
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Information System Continuous Monitoring - 
maintaining ongoing awareness of information 
security, vulnerabilities, and threats to support 
organizational risk management decisions.  
Continuous monitoring capabilities will be 

implemented to the greatest extent possible. 



Tim Denman – Defense Acquisition University 
2014 

16 

 Security controls are the safeguards/countermeasures prescribed 
for information systems or organizations that are designed to:  
 Protect the confidentiality, integrity, and availability of information that is 

processed, stored, and transmitted by those systems/organizations; and 
 Satisfy a set of defined security requirements 

 Key questions  
 What security controls are needed to satisfy the security requirements and to 

adequately mitigate risk incurred by using information and information systems 
in the execution of organizational missions and business functions? 

 Have the security controls been implemented, or is there an implementation 
plan in place? 

 What is the desired or required level of assurance that the selected security 
controls, as implemented, are effective in their application? 
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Security Control Structure  
 Each family contains security controls related to the general security topic of the family  
 Security controls may involve aspects of policy, oversight, supervision, manual processes, 

actions by individuals, or automated mechanisms implemented by information 
systems/devices  

 There are 18 security control families and over 900 controls included in NIST SP 800-53 

ID Family ID Family 
AC Access Control MP Media Protection 

AT Awareness & Training PE Physical & Environmental Protection 

AU Audit & Accountability PL Planning 

CA Security Assessment & Authorization PS Personnel Security 

CM Configuration Management RA Risk Assessment 

CP Contingency Planning SA System & Services Acquisition 

IA Identification & Authentication SC System & Communications Protection 

IR Incident Response SI System & Information Integrity 

MA Maintenance PM Program Management 

Security Control Identifiers and Family Names  

http://www.google.com/imgres?hl=en&biw=1366&bih=546&tbm=isch&tbnid=UyB0l7lPBwGY-M:&imgrefurl=http://www.thor.edu/career/vacancies/nist-internship-in-the-u.s.html&docid=BLprhQwvrD7OLM&imgurl=http://www.thor.edu/uploaded_files/images/relations/Nist.jpg&w=1609&h=333&ei=VXsBU6bIDcfukQedkoGwBA&zoom=1&iact=rc&dur=1233&page=1&start=0&ndsp=10&ved=0CGIQrQMwAw
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Access Control – AC-6 – Least Privilege 

 Control: The organization employs the principle of least privilege, allowing only 
authorized accesses for users (or processes acting on behalf of users) which are 
necessary to accomplish assigned tasks in accordance with organizational 
missions and business functions. 

 Supplemental Guidance: Organizations employ least privilege for specific duties 
and information systems… Related controls: AC-2, AC-3, AC-5, CM-6, CM-7, PL-2. 

 Control Enhancements: 
 (1) LEAST PRIVILEGE | AUTHORIZE ACCESS TO SECURITY FUNCTIONS 

 The organization explicitly authorizes access to [Assignment: organization-defined security functions (deployed in 
hardware, software, and firmware) and security-relevant information]. 

 Supplemental Guidance: Security functions include, … 

 (Enhancements 2 -9 - not shown) 

 (10) LEAST PRIVILEGE | PROHIBIT NON-PRIVILEGED USERS FROM EXECUTING PRIVILEGED FUNCTIONS 
 The information system prevents non-privileged users from executing privileged functions to include disabling, 

circumventing, or altering implemented security safeguards/countermeasures. 

 Supplemental Guidance: Privileged functions include, … 

 References: None. 

 Priority and Baseline Allocation: 

P1 LOW Not Selected MOD AC-6(1) (2) (5) (9) (10) HIGH AC-6(1) (2) (3) (5) (9) (10) 

http://www.google.com/imgres?hl=en&biw=1366&bih=546&tbm=isch&tbnid=UyB0l7lPBwGY-M:&imgrefurl=http://www.thor.edu/career/vacancies/nist-internship-in-the-u.s.html&docid=BLprhQwvrD7OLM&imgurl=http://www.thor.edu/uploaded_files/images/relations/Nist.jpg&w=1609&h=333&ei=VXsBU6bIDcfukQedkoGwBA&zoom=1&iact=rc&dur=1233&page=1&start=0&ndsp=10&ved=0CGIQrQMwAw
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DIACAP role 
DODI 8510.01, 

2007 

RMF role 
DODI 8510.01 

2014 

Responsibilities 

(Reference DoDI 8510.01 for a complete definition of roles and 
responsibilities) 

Designated 
Accrediting 
Authority  (DAA) 

Authorizing 
Official (AO) 

The AO ensures all appropriate RMF tasks are initiated and 
completed, with appropriate documentation, for assigned 
ISs and PIT systems, monitor and track overall execution 
of system-level POA&Ms, Promote reciprocity. 

Certifying 
Authority 

Security Control 
Assessor (SCA) 

The SCA is the senior official with authority and responsibility to 
conduct security control assessments. 

No explicit role Information 
System Owner 
(ISO) 

In coordination with the information owner (IO), the ISO 
categorizes systems and documents the categorization in 
the appropriate JCIDS document (e.g., CDD). 

Information 
Assurance 
Manager (IAM) 

Information 
System Security 
Manager (ISSM) 

The ISSM maintains and reports IS and PIT systems 
assessment and authorization status and issues, provides 
ISSO direction, and coordinates with the security manager 
to ensure issues affecting the organization's overall 
security are addressed appropriately. 

Information 
Assurance 
Officer 

Information 
System Security 
Officer (ISSO) 

The ISSO is responsible for maintaining the appropriate 
operational security posture for an information system or 
program . 

20 
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This process parallels the system life cycle, with the RMF activities being 
initiated at program or system inception  
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 Step 1 - Categorize System  
 Categorize the system in accordance with CNSSI 1253 and document the 

results in the security plan.  
 Describe the system (including system boundary) and document the 

description in the security plan.  
 Register the system with the DoD Component Cybersecurity Program 
 Assign qualified personnel to RMF roles.  

 Step 2 - Select Security Controls  
 Common Control Identification - Common controls are selected as 

“common” and provided via the Knowledge Service based on risk 
assessments conducted by these entities at the Tier 1 and Tier 2 levels 

 Security Control Baseline and Overlay Selection - Identify the security 
control baseline for the system 

 Monitoring Strategy - Develop and document a system-level strategy for 
the continuous monitoring of the effectiveness of security controls 
 

Presenter
Presentation Notes
Excerpt from DoDI 8500.01

a.  Step 1 - Categorize System 
 (1)  Categorize the system in accordance with Reference (g) and document the results in the security plan.  Categorization of IS and PIT systems is a coordinated effort between the PM/SM, ISO, IO, mission owner(s), ISSM, AO, or their designated representatives.  In the categorization process, the IO identifies the potential impact (low, moderate, or high) resulting from loss of confidentiality, integrity, and availability if a security breach occurs.  For acquisition programs, this categorization will be documented as a required capability in the initial capabilities document, the capabilities design document, the capabilities production document, and the cybersecurity strategy within the program protection plan (PPP).  Specific guidance on determining the security category for information types and ISs is included in the KS. 

(2)  Describe the system (including system boundary) and document the description in the security plan.  
 
(3)  Register the system with the DoD Component Cybersecurity Program.  See DoD Component implementing policy for detailed procedures for system registration.
 
(4)  Assign qualified personnel to RMF roles.  The members of the RMF Team are required to meet the suitability and fitness requirements established in DoD 5200.2-R (Reference (y)).  RMF Team members must also meet appropriate qualification standards in accordance with Reference (p).  RMF team member assignments must be documented in the security plan.  
 
(5)  To avoid potential conflicts of interest or undue influence in RMF roles, certain designations or relationships will not be allowed.  The AO or SCA cannot be or report to the PM/SM or program executive officer.  The UR cannot be or report to the PM/SM. 
 
b.  Step 2 - Select Security Controls 
 (1)  Common Control Identification.  This task is the responsibility of the DoD CIO, DoD Component CIOs, and other organizations and entities that provide solutions for common controls.  Common controls are selected as “common” and provided via the KS based on risk assessments conducted by these entities at the Tier 1 and Tier 2 levels.  By identifying the security controls that are provided by the organization as common solutions for IS and PIT systems, and documenting the assessment and authorization of the controls in a security plan (or equivalent document), individual systems within those organizations can leverage these common controls through inheritance.  See the KS for identification of common controls for DoD and additional information on how they are documented within the security authorization package.
 
(2)  Security Control Baseline and Overlay Selection.  Identify the security control baseline for the system, as provided in Reference (g), and document in the security plan.  The baselines identified in Reference (g) address the overall threat environment for DoD IS and PIT systems.  In this step, the applicable security controls baseline and relevant overlays for a system are assigned.  See Reference (g) and the KS for detailed procedures.  In brief, the process consists of:
 
	(a)  Selecting the applicable initial security control baseline from Reference (g) based on the IS categorization.  These security control baselines identify the specific security controls from Reference (h) that are applicable to the system categorization.
 	(b)  Identifying overlays that apply to the IS or PIT system due to information contained within the system or environment of operation.  Overlays may add or subtract security controls, or provide additional guidance regarding security controls, resulting in a set of security controls applicable to that system that is a combination of the baseline and overlay.  The combination of baselines and overlays address the unique security protection needs associated with specific types of information or operational requirements.  Overlays reduce the need for ad hoc or case-by-case tailoring by allowing COIs to develop standardized overlays that address their specific needs and scenarios.  Access to the overlays, and guidance regarding how to determine which overlays may apply, are included in the KS.  The KS is the authoritative source for detailed security control descriptions, implementation guidance and assessment procedures.  Examples of overlays include:
 		1.  Tactical environments. 
 		2.  PIT systems (including special categories of PIT systems, such as Industrial Control Systems or tactical PIT systems).
 		3.  Personally identifiable information (PII) and Health Insurance Portability and Accountability Act (Reference (z)) requirements.
 		4.  Cross-domain requirements. 
 		5.  Classified information.  
 	(c)  If necessary, tailor (modify) a control set in response to increased risk from changes in threats or vulnerabilities, or variations in risk tolerance.  The resultant set of security controls derived from tailoring is referred to as the tailored control set.  Tailoring decisions must be aligned with operational considerations and the environment of the IS or PIT system and should be coordinated with mission owner(s) and URs.  Security controls should be added or removed only as a function of specified, risk-based determinations.  Tailoring decisions, including the specific rationale (e.g., mapping to risk tolerance) for those decisions, are documented in the security plan for the system.  Every selected control must be accounted for either by the organization or the ISO or PM/SM.  If a selected control is not implemented, then the rationale for not implementing the controls must be documented in the security plan and POA&M.  The tailoring process may include: 
 		1.  Applying scoping guidance to the initial set of security controls; 
 		2.  Selecting or specifying compensating controls to adjust the initial set of security controls to obtain an equivalent set deemed to be more feasible to implement; or 
 		3.  Specifying organization-defined parameters in the security controls via explicit assignment and selection statements to complete the definition of the tailored set of security controls.  
 	(d)  Supplementing the tailored baseline security control set, if necessary, with additional controls or control enhancements that consider local conditions including environment of operation, organization-specific security requirements, specific threat information, cost-benefit analyses, or special circumstances, and are based on risk assessments consistent with NIST SP 800-30 (Reference (k)).  
 	(e) The resulting set of security controls is documented, along with the supporting rationale for selection decisions and any system use restrictions, in the security plan.  The security plan must identify all common controls inherited from external providers, and establish minimum assurance requirements for those controls.

(3)  Monitoring Strategy.  Develop and document a system-level strategy for the continuous monitoring of the effectiveness of security controls employed within or inherited by the system, and monitoring of any proposed or actual changes to the system and its environment of operation.  The strategy must include the plan for annual assessments of a subset of implemented security controls, and the level of independence required of the assessor (e.g., ISSM or SCA).  The breadth, depth, and rigor of these annual assessments should be reflective of the security categorization of the system and threats to the system.  The SCA should be integral to the development of this strategy.  The system-level continuous monitoring strategy must conform to all applicable published DoD enterprise-level or DoD Component-level continuous monitoring strategies.
 
(4)  Security Plan and System-Level Continuous Monitoring Strategy Review and Approval.  The DoD Components will develop and implement processes whereby the AO (or designee) reviews and approves the security plan and system-level continuous monitoring strategy submitted by the ISO or PM/SM.  By approving the security plan, the AO agrees to the system categorization, the set of security controls proposed to meet the security requirements for the system, and the adequacy of the system-level continuous monitoring strategy.  The approval of the security plan also establishes the level of effort required to successfully complete the remainder of the steps in the RMF and provides the basis of the security specification for the acquisition of the system, subsystems, or components.  For acquisition programs, approval should be accomplished before Milestone B and the issuance of the design and development request for proposals.  If the security plan is deemed unacceptable, the AO or designated representative sends the plan back to the ISO or PM/SM for appropriate action.  The AO approval of the security plan must be documented in the security plan. 
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FIPS Publication 199 - Standards for Security Categorization 
of Federal Information and Information Systems  

From CNSSI 1253 
The security categorization 
method builds on the 
foundation established in 
FIPS 199, which defines three 
impact values (low, 
moderate, or high) reflecting 
the potential impact on 
organizations or individuals 
should a security breach 
occur (i.e., a loss of 
confidentiality, integrity, or 
availability). Organizations 
that employ NSS applying 
these definitions must do so 
within the context of their 
organization and the overall 
national interest.  

Presenter
Presentation Notes
Excerpt from DoDI 8500.01

a.  Step 1 - Categorize System 
 (1)  Categorize the system in accordance with Reference (g) and document the results in the security plan.  Categorization of IS and PIT systems is a coordinated effort between the PM/SM, ISO, IO, mission owner(s), ISSM, AO, or their designated representatives.  In the categorization process, the IO identifies the potential impact (low, moderate, or high) resulting from loss of confidentiality, integrity, and availability if a security breach occurs.  For acquisition programs, this categorization will be documented as a required capability in the initial capabilities document, the capabilities design document, the capabilities production document, and the cybersecurity strategy within the program protection plan (PPP).  Specific guidance on determining the security category for information types and ISs is included in the KS. 

(2)  Describe the system (including system boundary) and document the description in the security plan.  
 
(3)  Register the system with the DoD Component Cybersecurity Program.  See DoD Component implementing policy for detailed procedures for system registration.
 
(4)  Assign qualified personnel to RMF roles.  The members of the RMF Team are required to meet the suitability and fitness requirements established in DoD 5200.2-R (Reference (y)).  RMF Team members must also meet appropriate qualification standards in accordance with Reference (p).  RMF team member assignments must be documented in the security plan.  
 
(5)  To avoid potential conflicts of interest or undue influence in RMF roles, certain designations or relationships will not be allowed.  The AO or SCA cannot be or report to the PM/SM or program executive officer.  The UR cannot be or report to the PM/SM. 
 
b.  Step 2 - Select Security Controls 
 (1)  Common Control Identification.  This task is the responsibility of the DoD CIO, DoD Component CIOs, and other organizations and entities that provide solutions for common controls.  Common controls are selected as “common” and provided via the KS based on risk assessments conducted by these entities at the Tier 1 and Tier 2 levels.  By identifying the security controls that are provided by the organization as common solutions for IS and PIT systems, and documenting the assessment and authorization of the controls in a security plan (or equivalent document), individual systems within those organizations can leverage these common controls through inheritance.  See the KS for identification of common controls for DoD and additional information on how they are documented within the security authorization package.
 
(2)  Security Control Baseline and Overlay Selection.  Identify the security control baseline for the system, as provided in Reference (g), and document in the security plan.  The baselines identified in Reference (g) address the overall threat environment for DoD IS and PIT systems.  In this step, the applicable security controls baseline and relevant overlays for a system are assigned.  See Reference (g) and the KS for detailed procedures.  In brief, the process consists of:
 
	(a)  Selecting the applicable initial security control baseline from Reference (g) based on the IS categorization.  These security control baselines identify the specific security controls from Reference (h) that are applicable to the system categorization.
 	(b)  Identifying overlays that apply to the IS or PIT system due to information contained within the system or environment of operation.  Overlays may add or subtract security controls, or provide additional guidance regarding security controls, resulting in a set of security controls applicable to that system that is a combination of the baseline and overlay.  The combination of baselines and overlays address the unique security protection needs associated with specific types of information or operational requirements.  Overlays reduce the need for ad hoc or case-by-case tailoring by allowing COIs to develop standardized overlays that address their specific needs and scenarios.  Access to the overlays, and guidance regarding how to determine which overlays may apply, are included in the KS.  The KS is the authoritative source for detailed security control descriptions, implementation guidance and assessment procedures.  Examples of overlays include:
 		1.  Tactical environments. 
 		2.  PIT systems (including special categories of PIT systems, such as Industrial Control Systems or tactical PIT systems).
 		3.  Personally identifiable information (PII) and Health Insurance Portability and Accountability Act (Reference (z)) requirements.
 		4.  Cross-domain requirements. 
 		5.  Classified information.  
 	(c)  If necessary, tailor (modify) a control set in response to increased risk from changes in threats or vulnerabilities, or variations in risk tolerance.  The resultant set of security controls derived from tailoring is referred to as the tailored control set.  Tailoring decisions must be aligned with operational considerations and the environment of the IS or PIT system and should be coordinated with mission owner(s) and URs.  Security controls should be added or removed only as a function of specified, risk-based determinations.  Tailoring decisions, including the specific rationale (e.g., mapping to risk tolerance) for those decisions, are documented in the security plan for the system.  Every selected control must be accounted for either by the organization or the ISO or PM/SM.  If a selected control is not implemented, then the rationale for not implementing the controls must be documented in the security plan and POA&M.  The tailoring process may include: 
 		1.  Applying scoping guidance to the initial set of security controls; 
 		2.  Selecting or specifying compensating controls to adjust the initial set of security controls to obtain an equivalent set deemed to be more feasible to implement; or 
 		3.  Specifying organization-defined parameters in the security controls via explicit assignment and selection statements to complete the definition of the tailored set of security controls.  
 	(d)  Supplementing the tailored baseline security control set, if necessary, with additional controls or control enhancements that consider local conditions including environment of operation, organization-specific security requirements, specific threat information, cost-benefit analyses, or special circumstances, and are based on risk assessments consistent with NIST SP 800-30 (Reference (k)).  
 	(e) The resulting set of security controls is documented, along with the supporting rationale for selection decisions and any system use restrictions, in the security plan.  The security plan must identify all common controls inherited from external providers, and establish minimum assurance requirements for those controls.

(3)  Monitoring Strategy.  Develop and document a system-level strategy for the continuous monitoring of the effectiveness of security controls employed within or inherited by the system, and monitoring of any proposed or actual changes to the system and its environment of operation.  The strategy must include the plan for annual assessments of a subset of implemented security controls, and the level of independence required of the assessor (e.g., ISSM or SCA).  The breadth, depth, and rigor of these annual assessments should be reflective of the security categorization of the system and threats to the system.  The SCA should be integral to the development of this strategy.  The system-level continuous monitoring strategy must conform to all applicable published DoD enterprise-level or DoD Component-level continuous monitoring strategies.
 
(4)  Security Plan and System-Level Continuous Monitoring Strategy Review and Approval.  The DoD Components will develop and implement processes whereby the AO (or designee) reviews and approves the security plan and system-level continuous monitoring strategy submitted by the ISO or PM/SM.  By approving the security plan, the AO agrees to the system categorization, the set of security controls proposed to meet the security requirements for the system, and the adequacy of the system-level continuous monitoring strategy.  The approval of the security plan also establishes the level of effort required to successfully complete the remainder of the steps in the RMF and provides the basis of the security specification for the acquisition of the system, subsystems, or components.  For acquisition programs, approval should be accomplished before Milestone B and the issuance of the design and development request for proposals.  If the security plan is deemed unacceptable, the AO or designated representative sends the plan back to the ISO or PM/SM for appropriate action.  The AO approval of the security plan must be documented in the security plan. 
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Overlays address additional factors beyond impact 
(baselines only address impact of loss of confidentiality, 
integrity, and availability) 

Enterprise Tailoring    
– Consistent approach and set of security controls by subject area 
– One time resource expenditure vs. continued expenditures of single 

system tailoring 
– Promotes reciprocity 

Current approved overlays include: 
• Intelligence (FOUO, October 2012) 
• Space Platforms (June 2013) 
• Cross Domain Solutions (September 2013) 
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 Step 3 - Implement Security Controls  
 Implement the security controls specified in the security plan 
 Document the security control implementation 
 Security controls that are available for inheritance (e.g. common 

controls) by IS and PIT systems will be identified and have associated 
compliance status provided by hosting or connected systems 

 Step 4 - Assess Security Controls 
 Develop, review, and approve a plan to assess the security controls.  
 Assess the security controls in accordance with the security assessment 

plan and DoD assessment procedures 
 Prepare the Security Assessment Report, documenting the issues, 

findings, and recommendations from the security control assessment 
 Conduct remediation actions on non-compliant security controls based 

on the findings and recommendations of the SAR and reassess 
remediated control(s) 

Presenter
Presentation Notes
Excerpt from DoDI 8500.01

c.  Step 3 - Implement Security Controls 
 (1)  Implement the security controls specified in the security plan in accordance with DoD implementation guidance found on the KS.  
 	(a)  Products used within an IS or PIT system boundary will be configured in accordance with applicable STIGs or SRGs where STIGs are not available. 
 	(b)  Security controls are implemented consistent with DoD and DoD Component IA architectures and standards, employing system and software engineering methodologies, security engineering principles, and secure coding techniques.  DoD recommended security control implementation guidance is available on the KS.  
 	(c)  The ISO or PM/SM must ensure early and ongoing involvement by IS security engineers qualified in accordance with DoD 8570.01-M (Reference (aa)). Mission owner(s) must translate security controls into system specifications, ensure the successful integration of those specifications into the system design, and ensure security engineering trades do not impact the ability of the system to meet the fundamental mission requirements.  This includes ensuring that technical and performance requirements derived from the assigned security controls are included in requests for proposals and subsequent contract documents for design, development, production, and maintenance.  
 	(d)  The proposed system security design must be addressed in preliminary and critical design reviews.  System security design should address security controls that may be satisfied through inheritance of common controls.  In addition, mandatory configuration settings are established and implemented on IT products in accordance with federal and DoD policies.
 	(e)  PMs for  programs acquiring IS or PIT systems in accordance with Reference (s) must integrate the security engineering of cybersecurity requirements and cybersecurity testing considerations into the program’s overall systems engineering process, and document and update this approach in the program’s systems engineering plan and PPP throughout the system development lifecycle.  
			
(2)  Document the security control implementation in accordance with DoD implementation guidance found on the KS, in the security plan, providing a description of the control implementation (including planned inputs, expected behavior, and expected outputs) if not in accordance with the KS guidance.  See the KS for specific control documentation requirements, including required artifacts, templates, and best practices.
 
(3)  Security controls that are available for inheritance (e.g. common controls) by IS and PIT systems will be identified and have associated compliance status provided by hosting or connected systems.  
 
d.  Step 4 - Assess Security Controls  
 
(1)  Develop, review, and approve a plan to assess the security controls.  An assessment methodology consistent with Reference (k) is provided in the KS as a model for use or adaptation.  DoD Components will use this model, or justify the use of another risk assessment methodology within the Component, to include addressing understanding of the impact on reciprocity across the federal, Intelligence, and DoD communities.  The risk assessment will be used by the SCA to determine the level of overall system cybersecurity risk and as a basis for a recommendation for risk acceptance or denial to the AO.  The SCA develops the security assessment plan, and the AO or AODR reviews and approves the plan.  PMs of programs acquiring IS and PIT systems, in concert with the SCA and the program’s T&E, working-level integrated product team, must:
 	(a)  Ensure security control assessment activities are coordinated with the following: interoperability and supportability certification efforts; DT&E events; OT&E events.
 	(b)  Ensure the coordination of activities is documented in the security assessment plan and the program T&E documentation , to maximize effectiveness, reuse, and efficiency.  Where appropriate, integrated testing should include the evaluation of survivability, assessment of controls, and certification testing, as well as developmental and OT&E.
 
(2)  Assess the security controls in accordance with the security assessment plan and DoD assessment procedures.  Assessment procedures are used to verify that a security control has been properly implemented.  SRG and STIG compliance results will be documented and used as part of the overall security control assessment.  The KS is the authoritative source for security control assessment procedures.  Actual results are recorded in the SAR and POA&M as part of the security authorization package, along with any artifacts produced during the assessment (e.g., output from automated test tools or screen shots that depict aspects of system configuration).  For inherited security controls, assessment test results and supporting documentation are maintained by the providing system and are made available to SCAs of receiving systems on request.  For common controls inherited from the enterprise, instructions for documenting compliance are provided on the KS.  SCAs will maximize the reuse of existing assessment (i.e., a leveraged authorization), and T&E documentation in their assessment of the system.
 	(a)  Record Security Control Compliance Status.  If no vulnerabilities are found through the process of executing the assessment procedures, the security control is recorded as compliant.  If vulnerabilities are found, the control is recorded as NC in the POA&M, with sufficient explanation.  Security controls that are not technically or procedurally relevant to the system, as determined by the AO, will be recorded as not applicable (NA) in the POA&M, with sufficient justification.  The status and results of all security control assessments in the control set (see paragraph 2b(2) of this enclosure) will be recorded in the SAR.  DoD implementation guidance and assessment procedures are available on the KS.  Assessment procedures that are used that are not in accordance with the KS will be documented fully in the SAR. 
 	(b)  Assign Vulnerability Severity Value for Security Controls.  Vulnerability severity values are assigned to all NC controls by the SCA as part of the security control analysis to indicate the severity associated with the identified vulnerability.  Vulnerability severity values are identified in Reference (k).  Vulnerability severity values for security controls are informed by assessment at the CCI level.  If a control has a STIG or SRG associated through CCIs, the vulnerabilities identified by STIG or SRG assessments will be used to inform the overall vulnerability severity value for the security control.  
 	(c)  Determine Risk Level for Security Controls.  The SCA determines and documents in the SAR a risk level for every NC security control in the system baseline.  NC controls are subjected to a risk assessment process that considers multiple factors in producing the risk level.  As described in Reference (k), these factors include, but are not limited to:
 		1.  The SCA’s determination that a credible or validated threat source and potential event exists that is capable of, and likely to, exploit vulnerabilities in the implementation of the control. 
 		2.  Vulnerability severity level and pre-disposing conditions.  This includes the SCA’s estimate of the adequacy of existing mitigations or compensating controls to address the vulnerability and mitigations provided by the hosting enclave, CNDSP, or other protective measures. 
 		3.  The cybersecurity attribute (i.e., confidentiality, integrity, or availability) and associated categorization impact level (high, moderate, low) related to the control.
 		4.  The SCA’s estimate of impact of a successful threat event.
 	(d)  Assess and Characterize Aggregate Level of Risk to the System.  The SCA must determine and document in the SAR an assessment of overall system level of risk (see levels of risk in Reference (k)), and identify the key drivers for the assessment.  The SCA’s risk assessment considers threats, vulnerabilities, and potential impacts as well as existing and planned risk mitigation.  The risk assessment must address all NC controls, and clearly communicate the SCA’s conclusion on system cybersecurity risk, and any recommendations for special instructions to accompany the authorization decision.
 
(3)  Prepare the SAR, documenting the issues, findings, and recommendations from the security control assessment.  The SAR documents the SCA’s findings of compliance with assigned security controls based on actual assessment results.  It addresses security controls in a NC status, including existing and planned mitigations.  A SAR is always required before an authorization decision.  If a compelling mission or business need requires the rapid introduction of a new IS or PIT system, assessment activity and a SAR are still required.   
 
(4)  Conduct remediation actions on NC security controls based on the findings and recommendations of the SAR and reassess remediated control(s), as appropriate.
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 Step 5 - Authorize System 
 Prepare the Plan of Actions and Milestones (POA&M) based on the vulnerabilities identified 

during the security control assessment 

 Assemble the security authorization package and submit the package to the AO for 
adjudication. 

 Determine the risk to organizational operations (including mission, functions, image, or 
reputation), organizational assets, individuals, other organizations, or the Nation 

 Determine if the risk to organizational operations, organizational assets, individuals, other 
organizations, or the Nation is acceptable 

 Step 6 - Monitor Security Controls  
 Determine the security impact of proposed or actual changes to the IS or PIT system and its 

environment of operation 

 Assess a subset of the security controls employed within and inherited by the IS or PIT 
system 

 Conduct remediation actions based on the results of ongoing monitoring activities, 
assessment of risk, and outstanding items in the POA&M 

 Implement a system decommissioning strategy, when needed, which executes required 
actions when an IS or PIT system is removed from service 

Presenter
Presentation Notes
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e.  Step 5 - Authorize System   
(1)  Prepare the POA&M based on the vulnerabilities identified during the security control assessment.  A full discussion and templates for preparing a POA&M is provided in the KS. 
	(a)  A POA&M that the ISO or PM/SM develops: 
		1.  Identifies tasks that need to be accomplished to remediate or mitigate vulnerabilities.  
		2.  Specifies resources required to accomplish the elements of the plan. 
		3.  Includes milestones for completing tasks and their scheduled completion dates.  
	(b)  POA&Ms are maintained throughout the system life cycle.  Once posted to the POA&M, vulnerabilities will be updated after correction or mitigation actions are completed, but not removed.  
	(c)  Inherited vulnerabilities must be addressed on the POA&Ms.  POA&Ms must be active throughout a system’s life cycle as vulnerabilities remain or are remediated.  
	(d)  The AOs, or AODRs, must monitor and track overall execution of POA&Ms under their responsibility.    
	(e)  The ISO or PM/SM must implement the corrective actions identified in the POA&M.  With the support and assistance of the ISSM, they must also provide visibility and status to the AO and the SISO.  
	(f)  The DoD Component SISOs must monitor and track the overall execution of system-level POA&Ms across the entire Component until identified security vulnerabilities have been remediated and the RMF documentation is appropriately adjusted. 

(2)  Assemble the security authorization package and submit the package to the AO for adjudication.  The ISSM assembles the security authorization package, consisting of the updated security plan, the SAR, and the POA&M.  The security authorization package must also contain, or provide links to, the appropriate documentation for any security controls that are being satisfied through inheritance (e.g., security authorization packages, contract documents, MOAs, and SLAs).  The security authorization package is submitted to the AO (via the AODR if appropriate) for review and final acceptance.
 
(3)  Determine the risk to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation.  The AO considers the current security state of the system (as reflected by the risk assessment and recommendations provided in the SAR), and weighs this against the operational need for the system.  The AO must also consider any applicable risk-related guidance from the DoD SISO, PAOs, DoD ISRMC, DSAWG, DoD Component SISO, or mission owner(s).  Weighing these factors, the AO renders a final determination of risk to DoD operations and assets, individuals, other organizations, and the Nation from the operation and use of the system.  The KS provides additional guidance and tools for conducting system authorization risk assessments.
 
(4)  Determine if the risk to organizational operations, organizational assets, individuals, other organizations, or the Nation is acceptable.  The product of this risk determination is the authorization decision.  An authorization decision applies to a specifically identified IS or PIT system and balances mission need against risk to the mission, the information being processed, the broader information environment, and other missions reliant on the shared information environment.  A DoD authorization decision is expressed as an ATO, an IATT, or a DATO.  An IS or PIT system is considered unauthorized if an authorization decision has not been made.
 
	(a)  If overall risk is determined to be acceptable, and there are no NC controls with a level of risk of “Very High” or “High,” then the authorization decision should be issued in the form of an ATO.  An ATO authorization decision must specify an ATD that is within 3 years of the authorization date unless the IS or PIT system has a system-level continuous monitoring program compliant with DoD continuous monitoring policy as issued.
	(b)  If NC controls with a level of risk of “Very High” or “High” exist that cannot be corrected or mitigated immediately, but overall system risk is determined to be acceptable due to mission criticality, then the authorization decision will be issued in the form of an ATO with conditions and only with permission of the responsible DoD Component CIO.  If the system still requires operation with a level of risk of “Very High” or “High” after 1 year, the DoD Component CIO must again grant permission for continued operation of the system.  This authority cannot be delegated below the DoD Component CIO.  The DoD Component CIO must concur in writing or through DoD public key infrastructure (PKI)-certified digital signature that the security risk of continued system operation is acceptable due to mission criticality.  The DoD Component CIO provides a copy of the concurrence and authorization decision document with supporting rationale to the DoD ISRMC Secretariat and the DoD SISO.  This authorization decision closely manages risk while allowing system operation.  The ATOs with conditions should specify an AO review period that is within 6 months of the authorization date.  The POA&M supporting this ATO documents identified vulnerabilities and specifies corrective actions to be completed before the review.
	(c)  If the risk determination is being made to permit testing of the system in an operational information environment or with live data, and the risk is acceptable, then the authorization decision should be issued in the form of an IATT.
		1.  IATTs should be granted only when an operational environment or live data is required to complete specific test objectives (e.g., replicating certain operating conditions in the test environment is impractical), and should expire at the completion of testing (normally for a period of less than 90 days).  Operation of a system under an IATT in an operational environment is for testing purposes only (i.e., the system will not be used for operational purposes during the IATT period).  The application of an IATT in support of DT&E needs to be planned, resourced, and documented within the program T&E plan in accordance with Reference (s).  
		2.  For full and independent operational testing, an ATO (rather than an IATT) may be required if operational testing and evaluation is being conducted in the operational environment or on deployed capabilities.  In this case, the ATO should be reviewed following operational testing and evaluation for modification as necessary in consideration of the operational test results.
 		3.  All applicable security controls should be tested and satisfied before testing in an operational environment or with live data except for those that can only be tested in an operational environment.  In consultation with the ISO or PM/SM, the AO will determine which security controls can only be tested in an operational environment. 
 	(d)  If risk is determined to be unacceptable, the authorization decision should be issued in the form of a DATO.  If the system is already operational, the AO will issue a DATO and stop operation of the system immediately.  Network connections will be immediately terminated for any system issued a DATO.  A DATO may also be issued coincidental to implementing a decommissioning strategy for a system. 
 	(e)  Documentation supporting an authorization decision will be provided in electronic form if requested by AOs of interconnecting IS and PIT systems.  
 
	f.  Step 6 - Monitor Security Controls 
 (1)  Determine the security impact of proposed or actual changes to the IS or PIT system and its environment of operation.  Included in the security controls assigned to all IS and PIT systems are security controls related to configuration and deficiency management, performance monitoring, and periodic independent evaluations (e.g., penetration testing).  
 	(a)  The ISSM, in coordination with other appropriate personnel (e.g., IS security engineer, system administrators, CNDSP):  
 		1.  Continuously monitors the system or information environment for security-relevant events and configuration changes that negatively affect security posture. 
 		2.  Periodically assesses the quality of security controls implementation against performance indicators, such as: security incidents; feedback from external inspection agencies (e.g., OIG DoD, Government Accountability Office (GAO)); exercises; and operational evaluations, including Director, OT&E IA, assessments.  
 		3.  Must report any significant change in the security posture of the system, and recommended mitigations, immediately to the SCA and AO.  
 		4.  May recommend to the SCA or AO a reassessment of any or all security controls at any time.

(2)  Assess a subset of the security controls employed within and inherited by the IS or PIT system in accordance with the AO-approved system-level continuous monitoring strategy.  
 	(a)  The assessor must provide a written and signed (or if digital, DoD PKI-certified digitally signed) report in the SAR format to the AO that indicates the results of an annual assessment of selected security controls.  Reference (c) provides additional guidance on conducting annual assessments.  
 	(b)  The results of the annual assessment must be documented in an SAR, which will recommend either no change to the authorization status or downgrade to a DATO.  The POA&M will also be updated as appropriate. 
 	(c)  The AO must review the SAR in light of mission and information environment indicators and determine a course of action that will be provided to the responsible CIO or SISO for reporting requirements described in FISMA.  An AO may downgrade or revoke an authorization decision at any time if risk conditions or concerns so warrant.
 
(3)  Conduct remediation actions based on the results of ongoing monitoring activities, assessment of risk, and outstanding items in the POA&M.  Systems with a current ATO that are found to be operating in an unacceptable cybersecurity posture through Director, OT&E IA, assessments, GAO audits, OIG DoD audits, or other reviews or events (such as an annual security review or compliance assessment) must have the newly identified vulnerabilities and associated level of risk added to an existing or newly created POA&M.  
 
(4)  The PM/SM ensures the security plan and POA&M are updated based on the results of the system-level continuous monitoring process.  The ISSM may recommend changes or improvement to the implementation of assigned security controls, the assignment of additional security controls, or changes or improvements to the design of the system itself to the SCA and AO at any time.
 
(5)  Report the security status of the system (including the effectiveness of security controls employed within and inherited by the system) to the AO and other appropriate organizational officials on an ongoing basis in accordance with the monitoring strategy.
 
(6)  The AO reviews the reported security status of the system (including the effectiveness of security controls employed within and inherited by the system) on an ongoing basis in accordance with the monitoring strategy to determine whether the risk to organizational operations, organizational assets, individuals, other organizations, or the nation remains acceptable.
	(a)  In accordance with Appendix III to OMB Circular A-130 (Reference (ab)), systems must be reassessed and reauthorized once every 3 years.  The results of an annual review or a major change in the cybersecurity posture at any time may also indicate the need for reassessment and reauthorization of the system.  
	(b)  Systems that have been evaluated as having a sufficiently robust system-level continuous monitoring program (as defined by emerging DoD continuous monitoring policy) may operate under a continuous reauthorization.  Continuous monitoring does not replace the security authorization requirement; rather, it is an enabler of ongoing authorization decisions.
 
(7)  Implement a system decommissioning strategy, when needed, which executes required actions when an IS or PIT system is removed from service.  When a system is removed from operation, a number of RMF-related actions are required.  Before decommissioning, any control inheritance relationships should be reviewed and assessed for impact.  Once the system has been decommissioned, the security plan should be updated to reflect the system’s decommissioned status, and the system should be removed from all tracking systems.  Other artifacts and supporting documentation should be disposed of according to its sensitivity or classification.  Data or objects in cybersecurity infrastructures that support the DoD Information Enterprise, such as key management, identity management, vulnerability management, and privilege management, should be reviewed for impact.
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Authorization Type Decision Criteria Authorization Period 

Authorization to 
Operate (ATO) 

Overall risk is determined to be 
acceptable, and there are no NC 
controls with a level of risk of 
“Very High” or “High”. 

Must specify an Authorization Termination Date 
(ATD) that is within 3 years of the authorization 
date unless the IS or PIT system has a system-
level, DoD policy compliant ,continuous 
monitoring program. 

ATO with conditions 
(Only with permission 
of the DoD Component 

Chief Information 
Officer (CIO)) 

NC controls with “Very High” or 
“High” risk that can’t be 
corrected or mitigated 
immediately, but overall system 
risk is determined to be 
acceptable due to mission 
criticality  

Should specify an AO review period that is within 
6 months of the authorization date. If the system 
still requires operation with a level of risk of 
“Very High” or “High” after 1 year, the DoD 
Component CIO must again grant permission for 
continued operation of the system.  

Interim Authority To 
Test (IATT) 

Risk determination is being made 
to permit testing of the system in 
an operational information 
environment or with live data, 
and the risk is acceptable, 

Should expire at the completion of testing 
(normally for a period of less than 90 days ) 

Denial of 
Authorization to 
Operate  (DATO) 

Risk is determined to be 
unacceptable 

Immediate or in concert with a system 
decommissioning strategy 
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System Authorization Status Transition Timeline And Instructions 

1 New start or unaccredited Transition to the RMF within six months  

2 System has initiated DIACAP but has 
not yet started executing the DIACAP 
Implementation Plan 

Transition to the RMF within six months 

3 System has begun executing the 
DIACAP Implementation Plan 

Either: 
 a. Continue under DIACAP. Develop a strategy 
and schedule for transitioning to the RMF not to 
exceed the system re-authorization timeline 
 or 
b. Transition to the RMF within six months 

4 System has a current valid DIACAP 
accreditation decision 

Develop a strategy and schedule for 
transitioning to the RMF not to exceed the 
system re-authorization timeline 

5 System has a DIACAP accreditation that 
is more than 3 years old 

Transition to the RMF within six months 



The Knowledge Service is the authoritative source for information, 
guidance, procedures, and templates on how to execute the DIACAP and  

Risk Management Framework  
 

https://rmfks.osd.mil/ 29 

https://rmfks.osd.mil/


 DAU is developing an online Cybersecurity Course – POC: Tim Denman 
DAU-S 
 Covers the RMF and Cybersecurity across acquisition career fields 

 Course available early CY15 

 DAU is developing an online 100-level Program Protection Planning 
(PPP) Course – POC: Allen Harris DAU-W 
 Cybersecurity one element of PP 

 Course available late CY14 

 DAU is developing an online 200-level PPP Classroom Course – POC: 
Ed Adkins DAU-S 
 Cybersecurity one element of Program Protection 

 Course available mid CY15 

 DAU-South has formed a Cybersecurity Integrated Product Team (IPT) 
to help provide cybersecurity training and consulting                    
Team Members are: 
 Tim Denman (Huntsville, AL) – Tim.Denman@dau.mil  

 Steve Mills (Huntsville, AL) - Steve.Mills@dau.mil 

 Ed Adkins (Eglin Air Force Base, FL) – Edward.Adkins@dau.mil 

Presenter
Presentation Notes
Now we will use the structure show here to briefly go thru each decision point and phase to point out key activities.
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 Introduction and Applicability 
Major RMF Concepts 
 Risk Management 
 Cybersecurity Throughout the Program Lifecycle 
 Operational Resilience, Integration and Interoperability 
 Reciprocity 
 Continuous Monitoring 

 RMF Security Controls 
 RMF Responsibilities 
 The RMF Cybersecurity Process 
 RMF Transition 

 

Presenter
Presentation Notes
ELO #1 – Name the policies that implement the Risk Management Framework for DoD Information Systems and their applicability
ELO # 2 – Identify three to five of the major concepts that are behind the RMF
ELO # 3 – Know the general concepts behind RMF security control guidance and the source documents (NIST SP 800-53 and NIST 800-53A)
ELO # 4 – Identify the key players in the RMF process and their responsibilities
ELO # 5 – Identify the six steps in the RMF cybersecurity process
ELO # 6 – Know the source for RMF transition guidance and general RMF information (Knowledge Service (KS))
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